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Every year thousands of new substances are synthetized and marketed. Either by regulatory demands or
scientific purposes, these substances should all be tested. The determination of lethal concentration (LC)
in a given population after toxicity testing in the laboratory is still the best way to establish and compare
toxicity. In this technical note, we propose an R function to estimate LC with improvements on the choice
of experimental design and calculation parameters, as well as in editing and spreadsheet loading.
Although only LC50 values are considered herein, the same statistical considerations apply to EC50 and
ED50 from quantal (dichotomous, binomial, binary) data. A running example is also provided.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

According to Binetti et al. (2008) the number of substances
progressively registered by the Chemical Abstract Service has
increased from about 212 thousands in 1965 up to 88.7 millions in
2006, with an yearly average increase rate in the order of 15%.
Either by regulatory demands or scientific purposes, these sub-
stances should all be tested and the determination of Lethal con-
centration (LC) in a given population after toxicity testing in the
laboratory is still the best way to establish and compare toxicity. For
Stephan (1977), a classical review on LC literature, data produced by
these tests generally consist of organisms percentages that are
killed by different concentrations of a toxicant after specified
lengths of exposure. Until today, regardless of the advances in
statistical software, the TRIMMED SPEARMAN-KARBER (TSK) pro-
gram v.1.5; created by Hamilton et al. (1977) and further developed
by the USEPA (1991) for the analysis of mortality data from acute
and chronic toxicity tests, is still the standard to calculate LC50
(lethal concentration to 50% of the tested population).

In this technical note, we propose an R (R Core Team, 2012)
function to estimate LC with freedom of choice on the experimental
design and calculationparameters. It also addresses someof theuser
friendly common issues, such as editing and spreadsheet loading.
.
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2. Material and methods

The open source statistics-oriented R language and environ-
ment is quickly turning into the mainstream tool for the imple-
mentation of new and traditional statistical methods. The major
advantage of using R is its ability to be openly criticized by the
scientific community and users across the world and very efficient
network for debugging and solving problems related to the lan-
guage. As such, it is ideal to give flexibility to users use and adapt
functions according to their needs.

Although only LC50 values will be considered herein, the same
statistical considerations generally apply to obtaining an estimate
of a median effective concentration (EC50) or median effective dose
(ED50) from quantal (dichotomous, binomial, binary) data, that is,
data consisting of two mutually exclusive categories, such as alive
or dead. It can also be used to estimate other ecotoxicologically
relevant parameters such as LC10, LC20 and so on.

A running example is provided with a datasets (Table 1) from
Calazans et al. (2013), relative to the mortality bivalve mollusk
Limnoperna fortunei to NaCl.
3. Results and discussion

We implemented and described a function in R to calculate le-
thal concentrations using GLMs to accomplish model fitting. The
function allows for users to choose several parameters, as described
and the code can be easily modified to add or modify features,
according to one’s needs.
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Table 1
Mortality of bivalve mollusk Limnoperna fortunei exposed to NaCl for 48 h in semi-static laboratory conditions (Calazans et al., 2013).

NaCl mg L�1 Dead Alive NaCl mg L�1 Dead Alive NaCl mg L�1 Dead Alive

0 0 10 3000 2 8 10,000 9 1
0 0 10 3000 6 4 10,000 4 6
0 0 10 3000 2 8 10,000 6 4
1000 0 10 4000 7 3 15,000 7 3
1000 0 10 4000 1 9 15,000 7 3
1000 0 10 4000 6 4 15,000 6 4
2000 0 10 5000 6 4 20,000 10 0
2000 0 10 5000 4 6 20,000 10 0
2000 0 10 5000 5 5 20,000 10 0
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The function [calcula.lc()] is provided in the appendix and it will
output the desired lethal concentration (defaults to LC50) using
generalized linear models (McCullagh and Nelder, 1989) with the
binomial family and a link function to be chosen by the user
Fig. 1. Screenshots of open source RStudio (one of many available environments to run R f
though basic knowledge of R language is required to run the function, the interface is far m
(defaults to probit). In this case the model would be written as:
hi ¼ b0 þ b1xi, where hi is the transformed response (proportion
dead, pi) by the link function e probit by default, i.e. F�1ðpiÞ, b0 is
the intercept, b1 is the coefficient of the dose and xi is the observed
unctions) with loaded LC50 R function (a) and DOS Trimmed executable file (B). Even
ore amenable and friendly, allowing upload of spreadsheets, value editing and undo.
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dose for experiment i. F�1 is the inverse normal cumulative dis-
tribution function.

The function is amenable for the choice of the experimental
design and calculation of parameters, as well as in editing and
spreadsheet loading, as shown in the snapshot (Fig. 1). Specially if
compared to the non-editing command line interface of TSK.

The output includes the best fit, along with a confidence interval
(default 95%), calculated by normal approximation, based on the
calculated standard deviation calculated at the desired proportion,
i.e. pd � 1:96� SEðpdÞ and the overall model significance, including
degrees of freedom, chi-square and p values for the deviance test. In
our case the deviance test is just the chi-square approximation of
the difference between the deviance of the null model (with the
intercept only) DM0

, the model deviance DM over the scale
parameter, taken to be 1 in thesemodels, thusDM0

� DMwc21. In our
function that will always be a chi-square with one degree of
freedom corresponding to the linear dose variable.

In the example, the function was successfully used to calculate
the LC50 values for bivalve mollusk L. fortunei exposed to NaCl for
48 h: LC50 was 8336.7 mg L�1 with upper and lower 95%
confidence intervals of 7075.1 and 9598.3 mg L�1. Chi-square
goodness of fit was calculated with 25 degrees of freedom with
chi-square statistic of 68.96 and p-value of 3.32 � 10�27.

The implementation of this method is smooth and all the
datasets used to test it [including Calazans et al., 2013] yielded
reasonable results if compared to visual observation of the toxicity
curves and TSK calculated data (see Calazans et al., 2013). The LC50
R function does not limit test concentrations to 10, like TSK.
However, important TSK limitations, like consideration of technical
replicates and parameter overdispersion when using the binomial
family, are not covered by this implemented function. Nonetheless,
they should be addressed with the use of models that account for
those problems such as generalized linear mixed effects models
with real or simulated data to study its impact.

Finally, this function is implemented and made available for the
R environment, which is free, open source, and widely used by the
scientific community in several areas.

Appendix. The calcula.lc() function
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